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Determination of the thermal resistance of walls
through a dynamic analysis of in-situ data
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Abstract

In this paper a method for calculating the thermal resistance of a wall through the dynamic analysis of both heat flux and
temperature samples is presented. Such a method models the transient thermal response of the wall through a linear relation w
parameters that links the instantaneous heat flux at the inner surface of the wall to the temperature difference between the surf
same wall at the same instant. Additionally, the linear relation mentioned above also links a certain numberp of terms formed, each of them
by differences of the same variables related to the considered instant and top previous instants. The number of the parameters of the m
is derived through the principles of hypothesis testing. At this stage, the proposed method is applied to simulated data as indica
proposal of European standard 12494, 1996. The results shown here have been concerning with different typologies of wall, na
medium and heavy, as well as with 24 data sets obtained by picking data in the one-year time series. Although limited to winter an
measurement periods, a comparison between the proposed method and classic average one is also performed.
 2003 Elsevier SAS. All rights reserved.
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1. Introduction

The experimental determination of the thermal resista
of walls always represents a problem of practical inte
in the field of the buildings thermal analyses as w
as of the energy saving. In past years the experime
activity was made solely in laboratory by using prototyp
of walls in real scale realised on purpose. In particu
the used test facility, designed and built following care
directives which were object of an ample set of internatio
standards [1–3], was able to determine the searched qua
through measurements of both surface temperatures and
flux related to a wall in steady-state condition.

However, this experimental activity was not cost-effect
because of the manufacture of the prototype and of its su
quent transport in the measurement laboratory, where l
rooms, as well as suitable devices for prototype handl
were strictly necessary. Additionally, the experimental
tivity mentioned above was not cost-effective also beca
of the prototype demolition and subsequent removal of
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wreckage. Also it needs to consider that, notwithstanding
extreme accuracy of the measurement in laboratory, the
mal resistance of the wall determined in situ might prese
nonnegligible deviation from the one determined on a pro
type. This deviation is due not only to the inevitable diff
ences among supplies of the same material made in diffe
periods, but also and above all to the inevitable differen
in the conditions of wall-laying.

It should be noted that there exist in every resp
particular cases in which the experimental determina
of the thermal resistance of the wall must necessarily
made in laboratory (there is no alternative). They concern
design of prefabricated building, the certification of buildi
components as provided in the tender, and so on. Contr
there exist many other cases in which the determinatio
the thermal resistance of walls cannot be carried out
laboratory because the walls are exactly the walls of
actual building. In these cases it would be desirable an
great usefulness to evaluate the resistance in situ. Beha
like this, we can get not only a large reduction of the co
but also the complete elimination of the uncertainties
to the use of prototypes which (as pointed out above)
inevitably different from the element under consideration
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Nomenclature

a(t) generic thermal response at a given location
within Ω (in this case, the surface heat fluxq)

a(t) vector of(B + 1) length whose transposed is
defined asaT = {a, ã}

ã(t) vector containingB generic thermal inputs
(known)

an+j values of the vectora at the nodal locationξ = j

b1 unknown constant parameters . . . . . . . m2·W−1

b2, b3 unknown constant parameters . . . . . . . . . . . K−1

B number of the generic thermal inputs
c specific heat . . . . . . . . . . . . . . . . . . . . J·kg−1·K−1

F1−α lower limit of the critical region
I identity matrix
k thermal conductivity . . . . . . . . . . . . W·m−1·K−1

Mi 1× (B + 1) condensed matrices
M number ofβ components
Nn+j shape function associated at the locationξ = j

(dimensionless)
p number ofω nodal points (Fig. 1)
q surface heat flux . . . . . . . . . . . . . . . . . . . . W·m−2

q vector containing the samples of surface heat
flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W·m−2

q̂ vector containing the estimated samples of
surface heat flux . . . . . . . . . . . . . . . . . . . . W·m−2

R thermal resistance of the wall . . . . . . m2·K·W−1

R̂ estimated thermal resistance of the
wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . m2·K·W−1

�R final estimate of thermal resistance of the
wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . m2·K·W−1

RLS sum of squares of residuals . . . . . . . . . . W2·m−4

s thickness of the wall . . . . . . . . . . . . . . . . . . . . . . m
Tis inner surface temperature. . . . . . . . . . . . . . . . . . K
Tos outer surface temperature. . . . . . . . . . . . . . . . . . K
T period of the thermal inputs . . . . . . . . . . . . . . . . s
t time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s

Greek symbols

α significance level of the test
β unknown constant parameters . . . . . m2·K·W−1

β vector of theβ parameters . . . . . . . . m2·K·W−1

β̂ vector of estimatedβ parameters . . m2·K·W−1

�I value of the ratioI0.99(R)/R̂ × 100
�t sampling interval . . . . . . . . . . . . . . . . . . . . . . . . . . s
ν number of the degrees of freedom
ξ dimensionless time,= t/�t

ρ density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

ω finite element of time . . . . . . . . . . . . . . . . . . . . . . s
Ω 3-D domain (i.e., body where the transient heat

conduction takes place)
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Unfortunately, the practical realisation of the measu
ment in situ presents many difficulties due both to the pr
lems connected to the accurate measurements of the su
temperatures and heat flux (number and type of sensors,
location and shielding, and so on) and above all to the pr
cally complete impossibility to control the thermal transie
It, in fact, depends on the seasonal climatic conditions
can also happen in an unfavourable manner. All that com
cates the data analysis which is basic for the identifica
of the wall characteristics, as an example the thermal re
tance. As is well known [4], the choice of the thermal mo
is of primary importance to reach the aim (i.e., the therm
resistance) in the simplest way and (if it may be done) als
the rapidest way to avoiding so a redundant stop of facili
as well as useless inconveniences in case the measure
will be concerning with inhabited buildings.

The features of the test facilities regarding the meas
ments of the surface temperatures and heat flux, as we
the techniques for the analysis of the experimental dat
order to identify the searched thermal resistance, are o
of ISO standard 9869 [5].

Notwithstanding this, the model suggested in [5] a
described in [6] (i.e., a linear combination of unknow
parameters whose values may be derived through clas
techniques of numerical regression) is not easy to use.
complexity mainly derives from (1) the lack of physic
e
r

ts

t

l

meaning for the parameters of the regression with the
exception for the sought thermal resistance, and (2)
necessity to simultaneously determine some (generall
to three) unknown time constants in an iterative procedu

A proposal of the European standard [7] took into acco
largely the ISO 9869, with the only exception of the comp
algorithm mentioned above. This proposal, in fact, allo
various techniques for data analysis to be used prov
they be classified into classes defined by the same Euro
standard.

In this paper a new mathematical model is propose
allows the thermal resistance to be easily recognised
provides the discrete dynamic response of a linear sys
(in every respect any complex wall may be considered
that) following an original procedure described first in [
generalised recently in [9] and used several times for a
rate thermal analyses in multi-dimensional bodies [9,10
is interesting to point out that the obtained result, altho
shows some part-expected similarities with the ISO 986
able to identify the wall without performing further calcul
tions and manipulations. Additionally, a statistic analysis
the parameters provides useful information to optimise
model dimension. The model dimension depends not o
on the considered wall, but also on the insights containe
the measured data. It is also shown that the identificatio
the characteristics of the wall becomes much more diffi
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when the input/output signals measured during the sum
season are used instead of the ones measured during th
ter season. Notwithstanding the suggested algorithm alw
reaches its objective, the more the system is able to am
the lag between input and output, the more the comple
of the algorithm (which is given by the number of terms a
pearing in the correlation, namely, by the store extensio
the remote format of the signal) increases in a signific
manner.

2. Deriving a parametric model for the transient heat
conduction

If the heat flux or temperature histories at the ou
surface of a 3-D domainΩ are known as functions o
time (i.e., we haveB thermal inputs̃a(t)), then the therma
responsea(t) (temperature or heat flux) at a given locati
(interior or exterior) ofΩ may be derived in a fairly simpl
manner as a solution to the following differential equation
p − 1 order [8]:

M0a +
p−1∑
i=1

Mi
∂ia
∂ti

= 0 (1)

(wherep � 2) provided the unsteady heat conduction pr
lem of interest be linear. The vectoraT = {a, ã} contains the
time-dependent unknown functiona(t) as well as the given
B thermal inputs̃a(t). Thep matricesM of 1× (B + 1) or-
der appearing on the LHS of Eq. (1) contain terms wh
depend solely on the geometric characteristics and the
properties of the domainΩ .

With reference to the application which is herein
great concern (as has already been said in Section 1)
surface heat flux or temperature histories of the body wh
appear in the vector̃a(t) are determined by an experimen
way. Therefore, they are given as a ordained sequenc
samples corresponding to consecutive time instants, w
spacing�t (i.e., sampling interval) is held constant alo
the time-axis. In these cases it might be useful to searc
a solution to Eq. (1) in a discrete form through a step-by-s
procedure as shown in [11].

To this purpose, a finite domain of timeω of (p − 1)�t

length may suitably be chosen (see Fig. 1). Then, by u
the symbolan+j (2− p � j � 1) for the values assumed b
the vectora at the nodal locationsξ = j (whereξ = t/�t),
we can write

a ≈
2−p∑
j=1

Nn+jan+j (2)

where only thep shape functionsNn+j depend on the loca
variableξ . In particular, these functions represent a solut
of first attempt fora(t) onω and, for this reason, they ma
-

l

f

Fig. 1. Scheme of the finite domain of time.

be chosen arbitrarily provided be derivable at least up to
p − 1 order. In such a way, the following relations are va

∂ia
∂ti

≈ 1

�ti

2−p∑
j=1

∂iNn+j

∂ξ i
an+j , i = 1,2, . . . , p − 1 (3)

Substituting Eqs. (2) and (3) in Eq. (1), we obtain

M0

2−p∑
j=1

(Nn+jan+j )

+
p−1∑
i=1

[
Mi

�ti

( 2−p∑
j=1

∂iNn+j

∂ξ i
an+j

)]
= 0 (4)

It is well known [11,12] that there exists a physical constra
among thep shape functions, namely,

2−p∑
j=1

Nn+j = 1

from which it follows:

Nn+1 = 1−
2−p∑
j=0

Nn+j (5)

Furthermore, differentiating both sides of the previous eq
tion with respect toξ , we get

∂iNn+1

∂ξ i
= −

2−p∑
j=0

∂iNn+j

∂ξ i
, i = 1,2, . . . , p − 1 (6)

Then, the first term on the left-hand side of Eq. (4) may
rewritten as

M0

2−p∑
j=1

(Nn+jan+j ) = M0Nn+1an+1 + M0

2−p∑
j=0

(Nn+jan+j )

and, in view of Eq. (5), after some matrix steps we obtain

M0

2−p∑
j=1

(Nn+jan+j )

= M0an+1 + M0

2−p∑
Nn+j (an+j − an+1)
j=0
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Similarly, the second term on the left-hand side of Eq.
may be rewritten as

p−1∑
i=1

[
Mi

�ti

( 2−p∑
j=1

∂iNn+j

∂ξ i
an+j

)]

=
p−1∑
i=1

[
Mi

�ti

(
∂iNn+1

∂ξ i
an+1

)
+ Mi

�ti

( 2−p∑
j=0

∂iNn+j

∂ξ i
an+j

)]

and, in view of Eq. (6), after some suitable manipulations
have

p−1∑
i=1

[
Mi

�ti

( 2−p∑
j=1

∂iNn+j

∂ξ i
an+j

)]

=
p−1∑
i=1

{
Mi

�ti

[ 2−p∑
j=0

∂iNn+j

∂ξ i
(an+j − an+1)

]}

Finally, Eq. (4) may be taken as follows:

M0an+1 + M0

2−p∑
j=0

Nn+j (an+j − an+1)

+
p−1∑
i=1

{
Mi

�ti

[ 2−p∑
j=0

∂iNn+j

∂ξ i
(an+j − an+1)

]}
= 0 (7)

The minimisation of the deviation between the exact
approximate solutions (where the approximate solutio
represented by Eq. (2)) can be obtained applying the me
of weighted residuals to Eq. (7) [11] and assuming that
whole domain of solution coincides with the element of ti
ω shown in Fig. 1. Behaving like this, we can derive t
following algebraic equation able to link the samplesan+j

of a in ω:∫
ω

W(M0an+1)dξ +
∫
ω

W

(
M0

2−p∑
j=0

Nn+j (an+j − an+1)

)
dξ

+
∫
ω

W

p−1∑
i=1

{
Mi

�ti

[ 2−p∑
j=0

∂iNn+j

∂ξ i
(an+j − an+1)

]}
dξ = 0

(8)

whereW represents a weighting function dependent oξ
whose choice is completely arbitrary and above all not b
to our purposes. As the matricesM and the vectorsan+j are
independent ofξ , Eq. (8) simplifies to

M0an+1 + M0

2−p∑
j=0

[
Θ0,j (an+j − an+1)

]

+
p−1∑
i=1

Mi

�ti

2−p∑
j=0

[
Θi,j (an+j − an+1)

]= 0 (9)

where
Θ0,j =
∫
ω
WNn+j dξ∫
ω W dξ

and

Θi,j =
∫
ωW(∂iNn+j /∂ξ

i)dξ∫
ω
W dξ

Additionally, setting

Bj = M0Θ0,j +
p−1∑
i=1

Mi

�ti
Θi,j

Eq. (9) may be rewritten in a more concise form as follow

M0an+1 +
2−p∑
j=0

Bj (an+j − an+1) = 0

Once thep matricesM have been calculated, the values
the parametersΘ defined above may suitably be determin
as indicated in Ref. [9]. Therefore, performing the mat
products which appear in Eq. (9), we finally get

B+1∑
i=1

[
bi,n+1ai,n+1 +

2−p∑
j=0

bi,n+j (ai,n+j − ai,n+1)

]
= 0 (10)

wherebi,n+1 = M0(i) and bi,n+j = Bj (i). Eq. (10) is of
great concern. It states that the samples of the depen
variablea are linked to the corresponding samples of
B independent variables̃a in correspondence of the nod
points of the time element of Fig. 1, i.e., at the insta
t = ξ�t .

Therefore, if the parametersb and the initial temperatur
distribution within the 3-D domainΩ are given, then the
relation (10) may be used in a recursive form to get
sample of the thermal responsea1,n+1 at a given instan
(n + 1)�t due to the samples ofB independent function
(namely, the boundary conditions of the unsteady h
conduction problem under consideration).

If, instead, the thermal properties of the solid are
known (this case is here of interest), then the parameteb

of Eq. (10) may be determined provided the value op
is known and an adequate number of experimental da
available.

3. Applying the parametric model to a conductive
slab-shaped domain

Let us consider a large plate with temperature-indep
dent material properties subject to time-dependent boun
conditions of the 1st kind at both the inner and outer surfa
of the wall. Therefore, in every respect the system un
consideration may be considered one-dimensional and li
from a thermal standpoint. During the transient, the sam
of the surface temperaturesTis (inner) andTos (outer),
which represent the independent variables of the prob
appearing iña, are measured. Similarly, the samples of
heat flux per unit of area at the inner surface of the pla
layer (this quantity represents the dependent variablea of
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the problem) are measured. From what was previously s
it follows thataT = {q,Tis, Tos} and so Eq. (10) becomes

b1,n+1qn+1 + b2,n+1Tis,n+1 + b3,n+1Tos,n+1

+
2−p∑
j=0

b1,j (qn+j − qn+1)+
2−p∑
j=0

b2,j (Tis,n+j − Tis,n+1)

+
2−p∑
j=0

b3,j (Tos,n+j − Tos,n+1) = 0 (11)

Dividing both sides of the previous equation byb1,n+1,
Eq. (11) may be rewritten in such a way as to explicit
specific heat flux of interest at a given instant(ξ = n + 1).
Therefore, we obtain

qn+1 = β2,n+1Tis,n+1 + β3,n+1Tos,n+1

+
2−p∑
j=0

β1,j (qn+j − qn+1)

+
2−p∑
j=0

β2,j (Tis,n+j − Tis,n+1)

+
2−p∑
j=0

β3,j (Tos,n+j − Tos,n+1) (12)

where the generic parameterβi,j is taken as

βi,j = − bi,j

b1,n+1

It may be noted thatβ2,n+1 and β3,n+1 are not indepen
dent between them. In fact, when the thermal equilibri
(characterised clearly byq = 0 andTos= Tis = cost= T̃ ) is
reached, Eq. (12) reduces to

0 = (β2,n+1 + β3,n+1)T̃

from which it follows thatβ3,n+1 = −β2,n+1. Additionally,
when the steady-state temperature field is reached, Eq.
simplifies to

q = β3,n+1(Tos− Tis),

whereβ3,n+1 is exactly the inverse of the thermal resistan
R for conduction through the wall, namely,β3,n+1 = 1/R.
On the basis of these considerations, Eq. (12) may
rewritten in the following form:

qn+1 = 1

R
(Tos,n+1 − Tis,n+1)+

2−p∑
j=0

β1,j (qn+j − qn+1)

+
2−p∑
j=0

β2,j (Tis,n+j − Tis,n+1)

+
2−p∑

β3,j (Tos,n+j − Tos,n+1)
j=0
)

In matrix format, we have

qp,n+1 = XT
pβp (13)

This format allows us to emphasise that all the quanti
appearing in Eq. (13) refer to theMp modelling based
on the element of time characterised byp nodal points.
Therefore, the vectorβp is of order M × 1 with M =
3p − 2 and may be estimated through the samples of
input/output signals processed by using the well kno
ordinary least square (LS) method.

3.1. Model parameter estimation

To estimate the parameter vectorβp , the LS method
require writingM + ν independent equations of (13) typ
whereν � 1 is the number of degrees of freedom for a fit
the modelMp with M constant parameters. In matrix form
we have

qp = Xpβp (14)

where the vectorqp containing the heat fluxes measured
of (M + ν) × 1 order and is linked to the vector containi
theM unknown parameters through the matrixXp of order
(M + ν)×M . The ordinary least square solution to Eq. (1
is given by the following vector [13]:

β̂p = (
XT

pXp

)−1XT
pqp (15)

It allows an estimatêqp of the experimental vectorqp to be
derived, that is

q̂p = Xpβ̂p (16)

A quantitative index of thêqp fit to the measured dataqp

may be given by the sum of squares of residuals [13]

RLS
(
β̂
)= (

q − q̂
)T(q − q̂

)= qT[I − X
(
XTX

)−1XT]q
(17)

More information can be conveyed regarding each param
β by specifying the corresponding confidence interval [1
The confidence interval on a parameter is an inte
constructed from the sample data, within which the t
parameter value lies with predetermined probability
degree of confidence. It can be evaluated considering
the quantity(β̂i − βi)/σ̂βi has the Student distribution wh
ν degrees of freedom,̂σ 2

βi
being theith diagonal elemen

of (XTX)−1s2. The sample variances2 can be calculated a
RLS(β̂)/ν. Thus, the 100(1 − α)% confidence limits onβi

are found by solving the following probability statement:

Pr

[
−t1−α/2(ν) <

β̂i − βi

σ̂βi

< t1−α/2(ν)

]
= 1− α

wheret1−α/2(ν) is the inverse of Student’sT cumulative dis-
tribution function withν degrees of freedom and probabili
1 − α/2 in each tail. Rewriting the probability equation
solve forβ̂i −βi , the 100(1−α)% confidence interval onβi

is

I1−α(βi) = 2σ̂βi · t1−α/2(ν)
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The last equations reveal that, for a given model (i.e., g
σ̂βi value), the reliability of the estimate increases (nam
the correspondingI1−α decreases) when the number
measured data sets (namely,ν) increases. In fact,t1−α/2(ν)

presents high values for lowν and decreases very quick
up to ν ∼ 40 when theT cumulative distribution function
assumes quasi-steady values. Forν > 40 the confidence
interval decreases slowly asν−1/2. For assigned degree
of freedom the reliability of the estimate increases if
optimum model for the wall under consideration is fou
(i.e., minimisedRLS values).

3.2. Determining the model dimension

The choice of an appropriate model dimension is m
crucial for successful thermal resistance estimation.

In Ref. [9] it was shown that the optimum valuêp of p
(usually included between 2 and 6) is a complicated func
of the features of the system, of the thermal properties o
system materials and of�t . In this case, the system is n
known and, consequently,p̂ may be estimated solely by th
use of measured data applying typical tools of statistics.

To this aim, let beβp−1 the vector of the paramete
appearing in theMp−1 modelling based on the element
time of Fig. 1 characterised byp − 1 nodal points. In such
a circumstance, the parameter vectorβp of Mp may be
partitioned as

βT
P = {

βT
p−1,β

∗} (18)

Therefore, Eq. (14) is equivalent to

qp = Xpβp = [
Xp−1,X∗]{ βp−1

β∗
}

(19)

whereβ∗ is of 3× 1 order. Now, if we give a known valu
to β∗, i.e.,

β∗ = β̃
∗

(20)

then Eq. (19) becomes

qp − X∗β̃∗ = Xp−1βp−1 (21)

Analogously to Eq. (15), the previous equation allows
parameter vectorβp−1 of Mp−1 to be derived as

β̂p−1
(
β̃

∗)= (
XT

p−1Xp−1
)−1XT

p−1

(
qp − X∗β̃∗)

(22)

It may be noted that the result of Eq. (22) is strictly linked
the choice expressed by Eq. (20). Dealing with this cho
the sum of squares of residuals is given by

RLS
[
β̂p−1

(
β̃

∗)]= (
qp − X∗β̃∗)T

× [
I − Xp−1

(
XT

p−1Xp−1
)−1XT

p−1

](
qp − X∗β̃∗)

(23)

At this stage, it is fundamental to verify that theMp−1
modelling be in every practical respect suitable to desc
the considered system. By using a mathematical formal
we should verify the following hypothesis [15]:

H0: β̃
∗ = 0 (24)
However, from a merely intuitive viewpoint, we can say th
the hypothesis H0 will be rejected if theRLS[β̂p−1(β̃

∗
)]

related to theMp−1 modelling withν degrees of freedom i
significantly greater than the correspondingRLS(β̂p) related
to the Mp modelling with ν − 3 degrees of freedom
Formally, H0 will be rejected if the statistic

F = [RLS(β̂p−1(β̃
∗ = 0))−RLS(β̂p)]/ν1

RLS(β̂p)/ν2
(25)

(with ν1 = 3 and ν2 = ν) is greater than critical valu
F1−α(ν1, ν2), whereα represents the significance level
the test. The more the value ofα is low (as an example
α = 0.05 or alsoα = 0.01), the more the probability to
reject the hypothesis H0 (when H0 is true) is low. The values
of F1−α(ν1, ν2) as functions ofα, ν1 and ν2 are available
in a both graphical and tabular form in the specialis
literature [16].

Since we have to select the appropriate model incr
ing the chain structure, the applicability of the above p
cedure requires that a starting model is fixed prelimina
Although settingp = 2 is the more obvious way to do thi
such a choice cannot be always appropriate.

3.3. Quality criteria

Once the model dimension has been selected and
vector of the parameters has been estimated, quantit
criteria must be available to establish when, from a statis
point of view, the quality of the obtained estimate h
reached a satisfactory level and, therefore, the measurem
can be stopped.

Directing attention towards the thermal resistanceR and
recalling the meaning of confidence interval on a gen
parameter, one may assume thatR̂ is a reliable estimate o
R at the 1% level of significance if the ratioI0.99(R)/R̂ is
smaller than a preestablished value (for example, 0.0
0.01). Since in any single application a single interval eit
includes the parameter values or it does not, a numbeN

of such reliable estimates can be found, each of th
corresponding to a different number of experimental d
sets (namely, different degrees of freedom) and/or diffe
models (namely, differentp values).

Settingwi = 1/I1−α(Ri) as uncertainly ofith estimate
R̂i , the weighted average�R =∑N

i=1wiR̂i/
∑N

i=1wi can be
assumed as the final estimate ofR providedN is enough
great to make the uncertainly of the mean 1/

∑N
i=1wi less

thanε% of �R , whereε% depends on the desired estim
accuracy (for example,ε = 1%).

Unfortunately, such a simple criterion is not alwa
sufficient. In fact, once an erroneous estimate (20%
higher) has been observed after a very short period
measurement analysing the heavy wall. The reason for
erroneous result is due to both the assumed starting m
(p = 2, typical of very light walls) and a limited period o
measurement (8–10 h) during which the input/output sig
were characterised by a quasi-steady trend.
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Fig. 2. Flow chart of the proposed procedure.

Summarising, to avoid such erroneous estimates
appropriate starting model would be adopted with the o
exception of very light building elements. To limiting th
consequences of this choice on the measurement le
suitable startingp values would be 5 to 15 passing from lig
to heavy walls.

Fig. 2 shows a flow chart of the whole proposed pro
dure where the various steps of the calculation as we
,

their logical sequence and reciprocal interaction are well
into evidence.

4. Applications and results

The methodology developed by the authors in the pr
ous sections has been applied to the test data sets giv
Ref. [7]. In particular, these data sets refer to three diffe
walls whose thermal properties are shown in Table 1.
first wall is a light, well-insulated one; the second is a m
sive wall with insulation layers on both sides; the third i
moderately massive homogeneous wall. As remarked in
these walls are not intended to cover the most real build
elements, but they represent the critical elements for a
namic analysis method.

The samples of the inner and outer surface tempera
(independent variables) as well as the ones of the in
surface heat flux (dependent variable) are given in
form of a Fourier series whose first 37 harmonics hav
periodT variable in the rangeT ∈ [3,8736 h]. Therefore,
experimental data simulated per an entire year are avail

In order to simulate a number of measurement runs
data sets containing temperatures and heat flux have
generated for each wall. Data sets start every 360 h
present a 15-days duration. For each of the above data
Fig. 3 shows the average of the indoor/outdoor tempera
differences. It has a great influence on both the measure
length and the results accuracy, and always falls betw
0.14 and 21.6 K.

The dynamic method here proposed has been ap
to each of the three walls of Table 1 assuming as in
and output signals the 24 data sets summarised above
each wall we have obtained 24 estimates which presen
percent deviations, namely,(�R − R)/R × 100, depicted in
Fig. 4. As it can be seen, the lowest deviations refe
the light wall (generally±0.10% or less), while the highe
ones refer to the heavy wall (the second of Table 1)
vary from±0.1% to about±3.5%. The highest values refe
generally to the measurement periods characterised b
lowest indoor/outdoor temperature differences.

Both the wall characteristics and temperature differen
affect the measurement length. As shown in Fig. 5, suita
Table 1
Thermal properties of the reference walls (i.e., 1, 2, 3) given in Ref. [6]

N Material s (m) k (W·m−1·K−1) ρ (kg·m−3) c (J·kg−1·K−1) R (m2·K·W−1)

1 Facing 0.01 0.100 600 1000 11.6286
Insulation 0.40 0.035 30 1000
Facing 0.01 0.100 600 1000

2 Facing 0.01 0.100 600 1000 6.3429
Insulation 0.05 0.035 30 1000
Masonry 0.30 0.700 1800 1000
Insulation 0.15 0.035 30 1000
Facing 0.01 0.100 600 1000

3 Masonry 0.40 0.200 800 1000 2.0000
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Fig. 3. Average of the indoor/outdoor temperature differences for
simulated measurement periods [7], each starting every 360 h and h
a 15-days length.

Fig. 4. Percent deviations between the true thermal resistances (o
walls of Table 1) and ones estimated through the present dynamic m
assuming as input/output signals the 24 data sets of Fig. 3.

estimates are generally reached in short measurement
ods (20–30 h) for the light wall independently of the c
matic period. For the medium wall (third of Table 1), 50
are generally sufficient to reach a suitable estimate, but
can also increase up to 90 h for typically summer peri
of measurement. Instead, sufficiently long measuremen
riods characterise the heavy wall. They, in fact, vary fr
80–100 h (first 20 and last 6 weeks of the year) to 240–3
(summer season).

Analogous considerations can be made for the mo
dimension illustrated in Fig. 6. It should be noted that
model dimension rarely exceedsp = 5 andp = 10 for the
light and medium walls, respectively, independently of
indoor/outdoor temperature differences. For the heavy w
i-

Fig. 5. Measurement periods required to obtain the percent deviatio
Fig. 4.

Fig. 6. Model dimension reached during the measurement periods of F

instead, very high values ofp are generally observed i
summer measurement periods.

However, it may be noted that the dimensions of
models that have allowed the results plotted in Figs. 3–
be obtained are much higher (generally 2–4 times) than
conventional dimensions found in Refs. [8,10]. The reaso
that thep value is affected not only by the inherent featu
of the analysed wall, but also and above all by the one
the input/output signals (concerning this, we recall that
p value is derived exactly from these signals, as discusse
Section 3.2).

For the sake of brevity, the time history of the estima
R̂ has been performed for only the heavy wall, assumin
input signals the data set 1 (highest temperature differe
and the data set 14 (lowest temperature difference) of Fi
Starting fromp = 15, as the measured data become av
able, the model dimension increases if the correspon
test requires it (Section 3.2). The results are summarise
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Fig. 7. History of the thermal resistance of wall 2 estimated through b
the present method and the average one during a 250 h-long measur
(period 1 of Fig. 3—winter period).

Fig. 8. History of the thermal resistance of wall 2 estimated through b
the present method and the average one after a 350 h-long measur
(period 14 of Fig. 3—summer period).

Figs. 7 and 8, respectively. In particular, these figures s
the ratio�I = I0.99(R)/R̂× 100. Comparing the results ob
tained for the winter and summer periods we can obs
the influence of the indoor/outdoor temperature differe
on both the scatter of the results and the measurement le
to achieve a stable estimate. It can be remarked firstly
for the early hours, both the width of the confidence inter
and the corresponding thermal resistance estimate are h
variable. This is an expected result because of the mode
suitableness and lowν values (see Section 3.1). The leng
of such an instability period generally increases, for a gi
wall, passing from the winter period (120 h) to the summ
one (225 h, in the examined cases). For a given data se
instability period length increases passing from the light w
to the heavy one.
t

t

h

y
-

e

It should be noted that Figs. 7 and 8 give the same res
obtained through the following equation:

R̂ =
∑

j=1(Tis,j − Tos,j )∑
j=1 qj

(26)

which represents the starting step of the average metho
particular, it assumes that the ratio of the mean of the t
perature differences on the mean of the surface fluxes
asymptotically towards the value of the searched ther
resistance. A comparison with the average method sh
that, against an acceptable complication of calculation,
methodology here proposed is able: (1) to reduce cons
ably the stop periods of the test facilities (see Fig. 7),
(2) to reach the results also in the heaviest seasonal pe
(i.e., summer), which instead make the average method c
pletely ineffective (see Fig. 8). The above conclusions v
only for a single wall can readily be extended to the ot
walls of Table 1. In fact, once the average method is app
to the previous 24 data sets for each wall of Table 1, the
lowing results can be pointed out. The measurement le
assumes the same order of magnitude of the one which
been obtained by means of the dynamic method here
posed, if the average of the indoor/outdoor temperature
ference is greater than 10 K and if a percent deviation
about±5% up to±10% (or a bit more) can be accepted.
the average of the indoor/outdoor temperature differen
decreases, the measurement length quickly increases
percent deviations would be retained within the previ
limitations. When the average of the indoor/outdoor temp
ature differences is lower than 5 K (periods 11 up to 19
Fig. 3), the average method cannot be used even for
walls.

5. Conclusions

In this paper a method for the dynamic analysis of
situ data was developed in order to determine the the
resistance of walls.

Initially the method was applied to simulated data p
vided by the proposal of European standard “prEN 124
1996,” which were referring to three different typologies
wall. The first is a light, well-insulated one; the second i
massive wall with insulation layers on both sides; the th
is a moderately massive homogeneous wall.

To simulate a number of measurement runs, 24 d
sets containing surface temperatures and heat flux
been generated for each wall. Data sets start every 3
and present a 15-days length. They present an avera
the indoor/outdoor temperature differences which oscilla
between 0.14 and 21.6 K.

The following conclusions can be pointed out from t
obtained results:

– the dynamic method here proposed allows relia
values of the wall thermal resistance to be obtained
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every set of 24 simulated data. The percent deviat
between the true and calculated thermal resistance
very low for the light wall (generally±0.10% or less).
The highest errors are instead obtained for the he
wall (±0.1% to about±3.5%). Higher values refe
generally to the measurement periods characterise
lower indoor/outdoor temperature differences;

– reliable values of the thermal resistance generally
quire short measurement periods (20–30 h) for
light wall independently of the climatic period. For th
medium wall, instead, 50 h are generally required
reach a reliable value. However, 90 h can also be
quired for typically summer periods of measureme
Finally, quite long measurement periods characterise
heavy wall: from 80–100 h (first 20 and last 6 weeks
the year) to 240–300 h (summer season);

– a comparison with the well-known average method p
into evidence that the measurement length assume
same order of magnitude of the one obtained thro
the dynamic method here proposed if the average o
indoor/outdoor temperature difference is greater t
10 K and if percent deviations of about±5% up to
±10% can be accepted. However, when the averag
the indoor/outdoor temperature differences is lower t
5 K, the average method cannot be used.

Further developments of the proposed method will
concerning its validation with actually measured data (
simulated). To this purpose, a test facility is already a
advanced level of preparation.
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